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Abstract—The recent practical advances realized by Artificial
Intelligence, have also given rise to the phenomenon of deepfakes,
which can be considered as a form of fake news. Deepfakes is
the phenomenon of creation of realistic digital products, and a
plethora of videos have emerged over the last two years in social
media. Especially the low technical expertise and equipment
required to create deepfakes, means that such content can be
easily produced by anyone and distributed online. The societal
implications are significant and far-reaching. This work investi-
gates the deepfakes via multi-angled perspectives that include
media and society, media production, media representations,
media audiences, gender, law, and regulation, as well as politics.
Some Kkey implications of these viewpoints are identified and
critically discussed. The results indicate that as a society, we are
not ready to deal with the emergence of deepfakes at any level.
That we have not witnessed any severe impacts so far is due
to their early stage of development, that shows imperfections
To address the issue, a combination of technology, education,
training, and governance are urgently needed.

Index Terms—Deepfakes, Artificial Intelligence, Digital Media,
Society.

I. INTRODUCTION

Digital media dominance characterizes our era, where digi-
tal information can easily be created, communicated, and read
globally. While this has increased access to information, its
plethora also means that it has become increasingly challeng-
ing for the citizens, to verify and trust such information. The
recent practical advances in Artificial Intelligence (AI), have
a profound impact on a variety of domains, including that
of digital media overall, and with critical implications. Al
is considered as a paradigm-change technology, due to its
manifold practical applications that have been demonstrated
in the last years, most of which are attributed to a sub-field
of Al named “Deep Learning” [1].

Some of the most recent tangible applications demonstrated
show interdisciplinary and widespread areas of applicability,
e.g., self-driving cars, super-human performance in games,
human-level spoken interaction, intelligent robots, creation
of cures to diseases, creation of new works such as texts,
paintings, films, etc. When the sophisticated capabilities of
Deep Learning are applied, images, text, and voices can be
created or altered in a highly realistic way [2]. As such, Deep
Learning has also enabled the creation of fake texts, fake
voices, fake videos, and fake photos, all of which may at first
look appear strikingly genuine and realistic, while they are
not. Al has demonstrated recently, the capability of creating
realistic fake videos, as it can, e.g., take an existing video
and superimpose a person’s photo on the face of the main

character, or alter the voice of someone to say or do things
that do not adhere to reality and never were performed [2]-[4].
Such technological capabilities have the potential to reshape
the digital media, while the societal implications could also
be severe, as they undermine the public confidence on what
is seen, heard, and eventually believed to be true.

Several popular deepfakes circulate the Internet and can be
found on popular websites such as YouTube. One of the first
and probably the most famous deepfake, is the 2018 video
of Barack Obama [5] where ironically, he warns about the
dangers of deepfakes, something that Obama never actually
did. Some other deepfakes are celebrity porn videos, as well
as a misrepresentation of politicians e.g., replacing the face
of Angela Merkel’s with Donald Trump’s, or Donald Trump’s
with that of Mr. Bean. Popular deepfakes at the time of writing,
include an alternative version of some parts of the 1976 iconic
American psychological thriller film “Taxi Driver”, where the
main actor’s face, i.e., Robert De Niro’s, has been replaced
with that of Al Pacino’s [6], and real-time creation of avatars
for popular teleconferencing systems from a photo [7].

Deepfakes have the capability not only to impose photos in
a video but also to generate new content. This, for instance,
means realistic human face photos, as shown in [8], as a result
of Al studying other human photos [9]. Available software
even lets users create in real-time deepfake avatars for Skype
and Zoom teleconference tools, simply from a photo [7].
Similar technology (deep learning) can be used to create
fake CVs, as shown in [10]. While both of these may still
seem like an “innocent” playground, consider the scenario
where the human resources department of a major company
is overwhelmed with realistically looking CVs and photos of
potential hiring candidates, or with fake users impersonating
in real-time others in business teleconferences (where the
majority of the world conducts business during the COVID-
19 pandemic). Today, there is simply no sophisticated defense
against such kind of deepfake attacks.

While the technology is complex, its complexity is hidden
behind common easy-to-use tools [11] and services that are
available to the general public. The tools to create deepfakes
have low technical requirements, which usually imply conven-
tional home PCs that are equipped with gaming graphics cards
(which have fueled the deep learning advances). For instance,
the Taxi Driver deepfake was easily created with low-cost
hardware and publicly available software DeepFacelLab [12]
that utilizes Al to replace faces in videos. Because of the low
learning-curve, public access to the technology, deepfakes can
be created easily even by home users and without the need



for deep technical expertise. This can lead to the creation of
realistic fake content that may be hard to verify its authenticity,
and which in combination with its distribution to social media,
can put existing fake news actions on steroids. Deepfakes are
not a “one day, this might be possible” technology, but they
have already been used in practice. Fabrication of photos and
in some cases video is not something new, but the easiness by
which this can be achieved, coupled with the realistic results,
is something that is new and exciting but also worrying.

As with any disruptive technology, mixed feelings accom-
pany it, that focus on the strengths or the weaknesses of
the technology, and often attempt to make predictions about
the future and how it will impact individuals and society.
However, such views, especially in the media, are often
asymmetrically focusing on some aspects of the technology
and its impacts, and as such, may guide the public perception
towards supporting or rejecting its applications. Deepfake is
also such technology, for which some of its results have been
featured in mainstream media. Therefore, it is of interest to
see how Al, its applications, and impacts are communicated
via modern media and how these are perceived as a threat or
an opportunity by the public.

Digital media have several key characteristics that influence
their nature and the way they are utilized. Although they form
a continuation of traditional media, their capabilities make the
information copying and transmission very easy, and as such,
the target audiences can be huge masses without limitations on
location, time, or content size. The utilization of digital media
as a communication medium over the Internet has enabled
instant communication, global audiences, and interactivity,
which have already been capitalized, e.g., in social revolutions
such as the Arab spring [13]. Deepfakes are strongly connected
with digital media, and especially social media, via which
they reach a wide audience. Since the text, images, videos,
sound, are the key elements of interaction and communication
within the public sphere, its implications for affecting it, are
significant. While the power and capabilities of Al are still to
be investigated, and far from being regulated, such efforts are
reported in media with diverging views, and their portrayed
implications range from the extinction of the human race to
the cornerstone to its survivability.

The intersection of digital media and Al is of interest since it
binds the cornerstone of media communication in the modern
era, with the latest technological developments in Al, which
blurs the boundaries of reality and information dissemination.
The result may be an amplification of digital media impacts
on an unprecedented scale, which has the potential to bring
new benefits to society but also be misused to guide public
opinion. With deepfakes, “’the ability to distort reality has taken
an exponential leap forward” [14]. Therefore it is of interest
to investigate this intersection from different perspectives.

II. METHODOLOGY

The aim of this work is to better understand the intersection
of digital media and AI and its implications in modern
society. To that extent, a variety of methodologies [15] can
be utilized. Document analysis is selected, and it was verified
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that sufficient material and access to it was available. This is
challenging, considering that the phenomenon of deepfakes is
very new (approx. 2-3 years old), and as such, peer-reviewed
literature that deals with it is limited. In the core literature
explicitly dealing with deepfakes was considered, e.g., [1]-
[4], [16]-[18], which was complemented with the analysis of
several other documents including technical reports, press re-
leases, legislation proposals, and audiovisual material available
on freely accessible Internet platforms (e.g., YouTube). The
aim is to synthesize findings, views, examples from different
perspectives, as discussed in section III — section IX and
in addition to critically reflect on the phenomenon overall
as discussed in section X. For each perspective, additional
literature is considered that reflects key aspects so relevant to
that viewpoint’s context.

The different angles selected to investigate this phe-
nomenon, are inspired by intersectionality, an approach that
can be used to investigate how categories are inter-/intra-
connected and how they interact at different levels. Via inter-
sectional analysis, we can attempt to identify and understand
the impact in different domains of digital media and impli-
cated social phenomena such as injustice, inequality, political
influence, etc. To investigate a new and complex phenomenon
such as deepfakes, multiple perspectives are needed in order
to be able to capture its essence. Therefore, it was decided to
start from the perspectives that digital media can offer, i.e.,
media and society, media production, media representation,
and media audiences. However, since the societal aspects are
in focus, additional perspectives were deemed necessary, i.e.,
gender, politics as well as law & regulation. While these
may not be exhaustive, we consider that they do provide a
sufficient basis for the discussions that shed some light on the
phenomenon and enable us to discuss its implications.

It must be pointed out though, that although inspired by
intersectionality, it is more freely followed rather than strictly
implemented, and this assists towards the aim of providing a
multi-angled view and analysis of an everyday phenomenon
from different perspectives. The undertaking of identifying
implications in a methodological manner is not trivial, as it
is methodologically difficult to isolate and identify the effects
of media across the social space [19].

III. MEDIA AND SOCIETY PERSPECTIVE

Culture constantly changes [20], and its impact in society
is intertwined with the way people interact and use modern
technologies. Mediatization captures such aspects as it ’tries
to capture long-term interrelation processes between media
change, on the one hand, and social and cultural change on the
other” [21]. Overall, mediatization is a process but “can also
be seen as a container in which observations can be collected”
[22], and as ”’a dynamic process of increasing media influence,
cannot be regarded as a deterministic and linear development”
[23]. Mass media have evolved from newspapers and TV in
the past, to digital networks and platforms that are perceived
as a “shared space of increased visibility and connectivity”
[24]. Overall, mass media have effects that lead to ”change in
an outcome within a person or social entity that is due to mass
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media influence following exposure to a mass media message
or series of messages” [25]. As such, content communicated
over any kind of mass media, for instance, deepfakes over
social media, raises some concerns.

In line with mediatization, the attempts to envision and
capture the effect of Al on the life of a community, especially
from a social, political, or ethical point of view, have already
been an issue in science fiction and novels. There, Al is
often embodied in the existence of intelligent machines that
autonomously manage trivial tasks and, therefore, free up time
for people to pursue more spiritual and fun activities [26]. On
the basis of this context, social processes and their regulation
need to be seen in a new perspective. Today, regulation of
deepfakes hardly exists (see also discussion in section VIII),
while in social processes, they fall under the larger category of
Internet memes, fun, or simply fake news. Fiction can be seen
as a form of interrogation that can deliver different aspects than
the traditional journalism or academic writing [27], and in the
digital media era, this is well represented in literature, films,
games, etc. However, we are now entering a new era, where
this interactivity is becoming much more real, as Al systems
play and win sophisticated games against humans (e.g., the
board game Go, strategy game StarCraft II), while they are
able to achieve super-human performance on specific tasks
(e.g., image classification). This implies that soon enough,
what is up to now discussed only in fiction, may step-over to
the real-world realm, where it will have an impact on existing
societal processes.

The first impacts of Al are already visible, as several pro-
cesses in economy and business are enhanced via Al, and more
advanced products can be offered as companies can manage
profitability and risks more efficiently [28]. In modern digital
media, large amounts of digital information can be collected
and analyzed, while processes can be automatized and highly
customized towards even individuals. For instance, many so-
cial media platforms and other service providers feature user-
targeted marketing campaigns based on individual user history,
actions, and preferences. Such customized messages selected
by sophisticated Al algorithms also include political messages
as well as views of other like-minded citizens in social media.
The utilization of deepfakes in these processes significantly
extends the effectiveness and outreach of such actions, as
they may reinforce beliefs or provoke actions. While today
social platforms engineer sociality by enabling and forging
connections, and emerge as active mediators between users,
technologies and content [29], in the future, empowered with
Al they will be even more well-integrated in such processes,
eventually creating “individual perception bubbles” that could
potentially be misused to manipulate individuals and eventu-
ally the public opinion. As such, politics and digital media are
strongly coupled with Al overall, and the deepfakes could be
an additional enabler towards manipulating the real-world.

Mediatization is ’constituted in the mutually influencing and
molding relationship between institutions and the actors that
reproduce, maintain, and develop them through their agency”
[30]. In this context, the impact of new technologies (such as
Al) and society influence each other, as ’technology also influ-
ences the way we think about the social and the political” [31].
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In such assessments, the focus is often put on the individual,
and as such, only a specific view of the social is evaluated,
while for a more holistic viewpoint and understanding of
the interplay, it needs to be extended to the community and
society [31]. The latter larger context, where the interplay
of technology and society evolves, still needs to be better
addressed, and this holds true also for deepfakes in digital
media. The direct effect of deepfakes is just the first layer that
needs to be considered, while the real danger is the distrust on
organizations, processes, and people that are induced. Looking
at the Al from the media and societal perspective is interesting,
especially considering that today many situations involving
deepfakes are insufficiently addressed due to lack of expertise
and difficulty in managing complex social, conflict, and real-
world aspects [32]. Al can enable us to understand people
and group views better, combine their knowledge in a timely
fashion, simulate reactions, and find negotiation win-win for
complex situations that are beneficial for all [32]. However,
for that to be materialized, such actions need to be done over
a healthy and truthful basis, something that deepfakes could
potentially jeopardize.

Not everything is put in a positive light in this interplay
between Al and society. Many times new technologies that are
not well understood have been misused, as there is a lack of
appropriate regulatory frameworks in place, e.g., for robotics
[33], [34]. Especially in the press, as well as in social media,
often articles have circulated that paint a dystopian future,
where Al is controlling everything and enforcing or enabling
questionable practices and ethics in humans. Deepfakes enable
individuals and organizations to create content that could be
utilized for nefarious purposes. The interplay of Al digital
media and society is complex, and although some of the issues
analyzed do provide some insights, it would be of interest
to investigate how political-economic structures in industry
forge or hinder individual agency around the utilization of Al
applications.

IV. MEDIA PRODUCTION PERSPECTIVE

One of the key areas affected by Al in digital media
is that of media production, where a bidirectional power
relationship between production and consumption exists. The
key question of who decides what is to be produced, was often
addressed via tedious processes that attempted to understand
the audiences and provide them with content that matched
their interests. In the digital media era however, such processes
are automatized and provide instant insights at unparalleled
detail. Al algorithms analyze in real-time massive amounts
of data (big data) and derive detailed profiles on users, their
interests, their needs, and their satisfaction [35]. This, coupled
with recommendation engines, can automatize the profiling
efforts [36] in media organizations and enable the generation
of content specifically for selected target groups based on
very fine and sometimes very personal details. In this manner,
deepfakes further amplify this targeting, as the content can
be shaped in a way that is more appealing to the specific
characteristics of an individual, rather than that of a mass.
For instance, a message could be produced in support of a
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political candidate, featuring a specific actor or leader that
the user finds trustworthy and in a language that s/he is
susceptible to believe. Nowadays, business organizations rely
on social media for their decision-making processes, and when
this is coupled with the learning abilities of Al, new media
intelligence approaches can emerge that are social and multi-
modal [37].

News is a product, and how it is produced can be understood
by looking at cultural, economic, political-economic, or other
power relationships [38]. The interplay of media and jour-
nalism is very complex, with multiple angles, and as such,
it may not be easy to understand its full extent. For this to
happen, the full nature of journalism needs to be understood,
ie., its focus on making news in the digital era, while
also considering the observed trends, e.g. (i) the use of the
affordances of news websites, (ii) radical commercialization,
(iii) participating audience and (iv) the multi-skilling and de-
skilling of journalists [30]. To this end, the participation of
the audience, as well as utilization of such journalism over
social media platforms, its impacts, and implications are not
well understood, as evidenced by the fake news and Facebook
contemporary discussions pertaining to the 2016 US election
[39]. Hence, there is a need to approach it at the system level,
as “systems theory is analytically powerful in describing the
changing social power of journalism and mass media” [40].
Especially since journalism is now highly dependent on the
public attention [40], and in the era of social media, this
is done in real-time, the power relationships between media
platforms, social platforms, and other stakeholders need to be
investigated. This also implies that journalists need to be able
to verify the authenticity of claims, and as such, they need to
have the necessary tools and potentially the expertise to spot
deepfakes.

Another key aspect is the automated production of media
that is fueled by AI it has demonstrated its capability to
create text, pictures, and videos, based on what it learns from
available sources in digital platforms, e.g., social media such
as Facebook, Twitter, Instagram, etc. Deep Learning has en-
abled this significant progress in Natural Language Processing
(NLP) advances, including the capability of summarizing texts
[41], as well as the reproduction of voices (e.g., narrating)
based on limited available samples (e.g., a 5-second speech
sample) [42], via which deepfakes can be created, at a level
that even humans find it convincing [43]. As such, in an
era where digital information is easily accessible and can
be copied, the creation of automated news (including spoken
language) is possible. This has significant effects on media
production, as complex content can now be created by Al,
given adequate sources e.g., a publicly available voice sample
from a speech, and a photo from social media, can lead to the
creation of a realistic deepfake video [44].

With global audiences, the production of news needs to
increase. Automatization in production is a step towards this
direction, and is also associated with less human involvement.
In a recent survey [45], some have a negative feeling that
robots are likely to damage journalism’s value, while others
also see the positive sides. Such robot journalism raises several
challenges, including questions of bias, ethical considerations,
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as there is still no clear understanding of the interworkings
in many of the AI algorithms and the decisions taken by
them [46]. Deepfake-driven content may easily find its way
through an automatized process that has too few “controls” in
place to check for veracity and ethical issues, that might (still)
be detectable by humans. In addition, robot journalism has
“significant practical, sociopolitical, psychological, legal and
occupational implications for news organizations, journalists
and their audiences” [47] as for instance, there are discrepan-
cies between authorship and credits for the produced material.
Although today there is a need for employees that have multi-
modal media production skills [48], if such tasks can be
automatized and (even partially) delegated to Al-empowered
processes, the need of such skills might not be necessary or
will have to shift focus, e.g., towards collaboration with Al
robots on content creation.

Journalism is nowadays not only produced by journalists but
also individual citizens. Citizen-driven journalism is evident in
digital media, and even at the mainstream media, where we
increasingly see user-generated content (which may include
deepfakes). This is often also presented to wider audiences,
e.g., via TV or social channels of large organizations as such,
which, however, relaxes the veracity checks that are applied
and the responsibility is shifted to a large extent to those
individuals, e.g., with a simple remark such as ”citizen cap-
tured video or photo”. However, democracy needs high-quality
investigative journalism, and not only creative variations of
text, or even worse, creative untruthful content, both of which
can be easily created with deepfake technology. In addition, in
the age of the market-driven operations, the production of news
supported by deepfakes may incentivize unethical and profit-
maximization actions that contradict institutional ethics of
professionalism [49]. As such, the emergence of deepfakes has
a significant impact on media as its production will certainly
be misused according to the agenda of its creators.

V. MEDIA REPRESENTATIONS PERSPECTIVE

The representation of AI overall and its capabilities in
digital media is of interest as it shows how such technological
advances and their impacts are communicated to the public. It
is pointed out that “culture is central to shaping collective per-
ceptions and the dynamics of media representation reproduces
forms of symbolic power” [50]. Al has been in most cultures
linked to tangible physical objects, mostly as robots or highly
advanced computer systems that have a human-like logic
and conversational capabilities. This is evidenced in media,
including fiction, images, and films, eventually creating a robot
culture over the last decades. However, with the modern Al
systems, a physical embodiment is optional, while Al overall is
evidenced in everyday life artifacts and processes, even when
not directly recognizable, e.g., interaction with voice assistants
in smartphones.

The perception of Al in the general public is that of
(sometimes humanoid) robots that follow stereotypes, e.g.,
are either villains or saviors [51]. Such stereotypes pose
a way of structuring our understanding of the world, our
values, and experiences, and position the robots in a specific
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context; therefore, also our expectations and interactions with
them. How media nowadays represents Al is often biased
and unbalanced, and the same holds for deepfakes. General
Al is often portrayed in the media as ”a mixture of flawed
entertainment and fear” [52]. For instance, deepfakes are
shown as a result that a machine created, and which may
raise a wow effect, but may also be coupled with some often
unsubstantiated implications, e.g., what would happen when
machines could imitate everyone or how such actions would
mean the financial catastrophe of film and media industry.
Such representations, e.g., in popular culture, may have an
effect on public attitude and lead towards a specific view on
deepfakes and the associated technologies. Such actions have
been demonstrated in the past, for instance, while science
fiction may “harden anti—killer robot attitudes among that
portion of the population who consume a lot of science fiction”
the same can not be claimed for the general public and
its opposition to autonomous weapons [53]. The uncanny
valley” hypothesis [54], suggests that end-products that closely
resemble human behavior (but not exactly) can show uncanny
or strangely familiar feelings of eeriness. However, there is an
indication that science fiction can reduce the eeriness of robots
[55], something that, in the future, we might also witness for
deepfake products.

Deepfakes can be generated with the use of Al, and while
“robot” or “robotic processes” are used in popular media
sometimes, they simply want to piggy-back on the general
notion of Al and robotics, denoting non-human intelligence
hosted somewhere. Due to the robotic culture developed over
the decades, it is easy to associate Al overall and deepfakes
to robots or machines that are intelligent enough to produce
new content and fool humans. However, deepfakes merely rely
on the application of sophisticated algorithms to content, in
order to create high-quality video, sound, and images, but do
not act autonomously and not intelligently, even when they
outperform humans in specific tasks, e.g., object detection.
Nevertheless, their representation as such in media is done to
ease their introduction to the public and due to lack of real
expertise in the area.

Deepfakes, similar to fake news, have also been portrayed
in digital media, with social media being their prime channel
of distribution, but also traditional news media. How these are
represented there, however, differs. In social media, much of
the content so far had entertainment character (e.g., replacing
faces of celebrities), and it was easily identified as fake. In
traditional media, it has been portrayed as an example of what
technology can do, and often put in the context of larger social
questions and dilemmas. Media representations play a role in
how the phenomenon of deepfakes is perceived, but up to now,
this has mostly relied on the fiction and public perception of
fake news. However, with the rapid advances in the technology
behind deepfakes, such issues will need to be revisited and be
better understood.

VI. MEDIA AUDIENCES PERSPECTIVE

Digital media have certainly changed the way people in-
teract, and now with Al on the rise, it seems that such
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relationships are again going to be significantly affected. A
mass media effect is a change in people or overall in society
as a result of the exposure to mass media influence [25]. When
considering the capabilities of deepfakes that combine (i) the
creation of new content and (ii) the easy dissemination of it
via digital media, it is evident that this will be a game-changer
and have an interdisciplinary impact. For instance, people have
different behaviors when interacting with Al e.g., robots [56],
and it has also been observed that ’social surrogates have the
potential to cause psychological harm” [57]. While deepfake
similar studies are not available, existing ones on the large
domain of fake news [58] also exemplify the potential of
deepfakes to cause harm and empower existing fake news
techniques.

Social media in the modern context are mass media that
have the potential to interfere with societal actions, e.g.,
social movements [59]. Nowadays, more than ever, a single
individual can have a significant impact, since if his/her
message goes viral, it gets to be seen by millions of people,
which affects them. Deepfakes, especially portraying “new
facts” or controversial issues, have such potential to become
viral, as people might be less reluctant to check their veracity,
in light of the time or subject sensitivity of the issue. As an
example, political messages in times of conflict among nations
can spread uncontrollably and lead to irrational and emotional
reactions.

Fandom may be another aspect that is affected. Today “me-
dia convergence, new technologies, and transmedia marketing
have all created new types of fans” [60], and deepfakes can
potentially be another enabler. By lowering the capability
of creating media products, deepfakes have the potential to
enable communities to emerge more easily, and the generated
deepfake content could more easily attract fans, something that
implies that industry may no longer solely control such spaces.
This is an angle that can further act as an enabler in the scope
of the ’convergence culture”, where mass media are seen as
a form of it [61].

Since “uses and gratifications is a media-effects perspec-
tive”, the exposure to a medium is typically captured via
“measures of one or more types of audience activity such as
selectivity, media and content preferences, level of attention,
and involvement with content” [62]. Due to the AI technol-
ogy advances, two things can be realized which are game-
changing (i) access at mass to people, their individual percep-
tions/habits/views, etc. as these are captured by digital media,
and (ii) instant and continuous evaluation of the available data,
as well as correlation at global levels. As such, studies may be
easier to carry out and may reveal new insights based on the
more detailed data as well as their potential for longitudinal
realization. The results can then flow from the audiences to
the systems and approaches that create, manage, and operate
the digital media services and content, therefore providing a
better match between user needs and end-products. To this end,
deepfakes may be utilized as enablers and multipliers of the
efforts done to increase the gratification aspects and engage
more with the audiences.
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VII. GENDER PERSPECTIVE

Deepfakes have a gendered angle. Feminism can be seen
as “an emancipatory, transformational movement aimed at
undoing domination and oppression” [63]. In the modern era,
different forms of feminism have emerged that utilize modern
media [24]. When looking collectively towards media effects
and feminism, the existence of “feminist philosophies, con-
cepts, and logics articulating feminist principles and concepts
to media processes such as hiring, production, and distribution;
to patterns of representation in news and entertainment across
platforms; and to reception” can be evidenced [63].

The question that is raised is what may be the interplay
of deepfakes and feminism. Since contemporary feminism,
also known as “hashtag feminism”, takes place online and, at
times, exclusively through social media platforms” [59], it is
heavily susceptible to the deepfakes. It should not be forgotten
that the initial deepfake material that appeared portrayed
predominantly fake female celebrity pornographic videos and
revenge porn on females [2], [4]. Although it was argued often
in media that this was created for “entertainment” and was
addressing mainly the male audience, they were also made
available to the wider public in well-known pornographic sites,
effectively attacking the identity and moral stands of those
targeted. While such content is illegal, and various websites
make active efforts to remove it once detected, often such
actions come too late or are not efficient.

Of particular importance to the gendered angle of deepfakes,
is the revenge porn, which is an evolution of the existing
non-consensual image sharing (e.g., nude photos and videos).
Now realistic videos with matching voices can be created and
distributed to online audiences easily. To exemplify the issue,
already one in twenty-five Americans has been a victim of
“revenge porn” [58], something that is expected to increase
considering the high-quality as well as easiness that deepfakes
bring into the table.

In literature there have been observed factors that limit the
benefits of feminists; more specifically: “feminists experience
new forms of exclusion of access to publicity and recognition,
as digital networks can be, at the same time, spaces of
uncertainty and empowerment, depending on skills, resources,
and age” [24]. Deepfakes have the potential to increase such
uncertainty and limit empowerment, as they can easily create
and propagate discriminatory content.

It should be pointed out that the gendered aspects do not
mean that women are targeted, and men are not; similar actions
can, of course, be realized against men; however, the majority
of cases so far have been against women and in specific roles.
Overall, gender should be approached as a social construct,
and gendered aspects, in conjunction with deepfakes, should
be looked upon in the wider area of feminist theory and gender
studies.

VIII. LAW AND REGULATION PERSPECTIVE

Several countries have laws and a regulatory framework
dealing with digital media and their processes. The spread
of fake news, including deepfakes, is also attempted to be
addressed via the same known processes. For instance, in the
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US, the proposed Malicious Deep Fake Prohibition Act of
2018 establishes a new criminal offense related to the creation
or distribution of fake electronic media records that appear
realistic” [64]. In addition, an accountability act was followed
up in 2019, in order to “combat the spread of disinformation
through restrictions on deep-fake video alteration technology”
[65].

However, even with such legislative actions in place, while
the problem is recognized, its effective addressing is chal-
lenging. Al and its implications are not well understood, and
therefore assumptions are made, decisions are taken, while
their applicability on Al is questionable. For instance, current
laws cannot handle the complexity of Al

In the case of the exemplified prohibition act [64], what is
proposed is to toughen the consequences, at the federal level,
for a practice that is already unlawful. As such, a traditional
approach is taken, which, however, does not lower the risks
associated with deepfakes. The accountability act [65] goes a
step further and provides a better understanding of the area and
lays out potential actions that need to be undertaken. However,
some of these actions are unrealistic. For instance, it would
require watermarks and clear labeling on deepfake content,
something that surely the creators of deepfakes, especially
those with nefarious intents, will not abide to. As such, its
effectiveness is seen as limited. In addition, there are also
some concerns raised for some of its exclusion aspects, as for
instance, these conditions would not apply in specific cases
of public safety or national security if this is government-
generated, i.e. ’produced by an officer or employee of the
United States, or under the authority thereof, in furtherance of
public safety or national security” [65].

The discrepancy between deepfakes and its specific audi-
ence of regulators has tangible impacts on society as specific
actions may be very difficult to be enforced. Without proper
legislative capturing of deepfakes, both the executive branch
that carries out the law and the judicial branch that interprets
the laws will face challenges. As it can be seen, the full
context of deepfakes is not well understood, and there lies
the danger of (i) not addressing it in an effective manner but
only superficially, (ii) introduce actions whose implications are
not well understood and weaken civil rights, that may lead to
long-term societal impacts.

IX. POLITICAL PERSPECTIVE

Technology influences the way we think about the social
and the political [31]. Especially with the latest advances in
Al not only fake news, photos, and videos (Deepfakes) can be
created, but also fake reviews, convincingly realistic text, and
even conversations in real-time [41]. The political mobilization
of the masses is now possible via social media such as
Facebook [66], and instant messaging applications such as
WhatsApp, make global audiences reachable around the clock
and in a personalized manner. The power of these media has
already been shown in their role in recent social movements
such as the Arab Spring in some developing countries [67].
Disinformation in such media e.g., via deepfake generated
political videos [68] have the potential to raise uncertainty
and reduce the trust placed in the news on social media.
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Both social media and instant messaging applications are
seen as “fertile ground for circulating deepfakes with explosive
implication for politics” [1]. The fake news issue becomes
imminent as, in some developing countries, social media
penetration is so high, that it is often considered as the main
source of information as well as fact-checking. The problem
is that fake news reduces the trust of even legitimate sources
and enables misinformation or disinformation tactics, which
can have detrimental effects on societal operations [68], [69].
People may react emotionally or be guided to actions that are
totally the creation of a computer program and may pose a
distorted view of reality.

Actions that lead to the weakening of critical functions are
opposed to the fundamental rights in the social welfare state
[70], and deepfakes do pose such a threat, as they have the
potential to contribute to this weakening by lowering the trust
on the public bodies and entities as well as the associated
processes.

X. DISCUSSION

The era of deepfakes where sensational, dishonest, or even
fabricated content propagates mostly through social media is
already here. With some healthy portion of skepticism and
cross-referencing, one might still be able to navigate through
it. Traditional ways of thinking, captured via popular sayings
such as “seeing is believing”, "I trust what I see”, "a picture
is worth a thousand words”, are going to be increasingly
challenged. Fabrication of photos and videos has always
been challenging and could be realized only with significant
efforts and expertise, but this is not state of the art anymore.
Deepfakes have demonstrated convincingly, the easy access
to the capability of creating realistic fake videos [11] and as
such, media production aspects are significantly affected both
on “how” as well as on “what” is produced.

To deal with the deepfakes phenomenon, we need to posi-
tion it in the public sphere, where it mostly takes place and
also where its effects can be observed. As public sphere, we
consider the realm of social life where public opinion can
be formed [70], which is the normative basis for a deliberate
democracy. In this context, media is seen as a platform for
inclusive discussions and is linked to democracy and society,
since individuals and groups mobilize via it their support for
their perspectives. The role of media is crucial to the gover-
nance and democratization since aspects such as community
and social media (where deepfakes might be utilized) affect
key areas such as poverty, inequality, and society overall [71].
Social media platforms are where deepfakes are predominantly
distributed, and as such, they become an integral part of their
complex dynamics. As such, deepfakes have large implications
since social platforms engineer sociality [29]. One can ap-
proach such dynamics via ”connecting ANT’s [Actor Network
Theory] recognition of the interdependence of technical, social
and cultural aspects, and Castells’ political analysis of the
economic-legal-political stratum” [29].

There have been different media-technological innovations,
from which social media and smartphones are key in the digital
era [72]. In this era, media falsification is not new [3], but the
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fact that anyone with low technical skills can do it easily, poses
new challenges, and affects the media and societal interplay.
It directly impacts the classical sociological dichotomy [73]
between individual agency (freedom and creativity) and struc-
ture (technological interface and peer group/community norms
and expectations) for online content creation.

Deepfakes constitute a new technology-empowered man-
ifestation of the well-known phenomenon of fake content
creation. Technology savvy citizens and experts in specific
domains can be used to evaluate the realness of photographs
[74]. Forensic technology tools may be developed that help
the effort of identification of deepfakes [16], [75]. While
the threat can potentially be mitigated with current legal and
technological approaches or new ones that may be developed,
none of them will solve it [1], [18]. Furthermore, while
the Global North may be more familiar with the cutting
edge technologies and have more independent media, many
developing countries in the Global South, due to the digital
divide or the lack of independent media plurality, have citizens
that fall often pray to fake news.

The inquisitive nature of the user who is skeptical of the
communication s/he receives is seen as potentially beneficial
in the effort of fighting deepfakes. A survey [76] identified
that a big part of falling for fake news is due to the general
tendency to be overly accepting of weak claims”, as public
susceptibility and lack of awareness are seen as a problem in
the identification of fake news overall [77]. Fact-checking is
considered critical in the identification of fake news [78], and
people that cross-check their sources have fewer chances of
falling for fake material and further propagating it. There are
several websites that do fact-checking [79], and people with
sufficient skepticism could verify the information received
prior to trusting it or propagating it in social media. However,
with deepfakes, things are more challenging and complicated,
especially due to their realistic nature.

Social media literacy so far, with fake news overall, may
enable users to not fall for deepfakes. If they are critical of
texts, photographs, and other material already, the presence of
deepfakes, although more challenging, could still be addressed.
News literacy [80], [81], and overall technology literacy of
the citizens are seen as fundamental, and reasoning in social
media environments is seen as a critical skill that, e.g., students
should be taught [82]. Digital literacy [83] can help to adopt
a more healthy approach in social media and act as an enabler
for combating the propagation of fake information, including
deepfakes. Therefore, there is an imminent need for education
and training so that digital media literacy increases. However,
even technology-savvy and social media literate people, loose
confidence when they are confronted with the results of
deepfakes.

Education and upskilling of the citizens is not the only
potential line of action. In addition, news agencies must adhere
to high-quality standards, and this may also be enforced via
legislative actions to penalize media misinformation distribu-
tion. Transparency of media online news and source checking
should be the norm [80]. In addition, new tools that can
enable both citizens and journalists to identify and check
the authenticity of information and pinpoint the source of

Preprint version of doi:10.1109/TTS.2020.3001312


http://dx.doi.org/10.1109/TTS.2020.3001312

it are needed. There needs to be a combination of human-
driven analysis [79] as well as automation of it, e.g., via Al
approaches [16] that can act in real-time.

Deepfakes have far-fetching implications, especially in the
era where information with great easiness propagates social
networks, gets communicated, read, and acted upon all over
the world. While social media are fertile ground for circulating
deepfakes [1] utilizing them in a specific context, e.g., politics
has the potential to disrupt societal processes. The misuse
potential becomes evident if one couples a deepfake photo
with an appropriately crafted message, in order to create
ripples in society. Deepfakes could pose as a new form of
contemporary psychological warfare [84] and individual or
group manipulation tool.

In political news journalism, i.e., news media coverage of
politics, journalists try to be in control of political stories rather
than passively report on what is promoted by political actors
[23]. To do so, however, they must be able to not fall for
deepfake content that is produced by stakeholders that favor
such political actors directly or indirectly. For instance, in
the context of social movements and activism [67], such new
media technology could be used maliciously [84]. Combining
a deepfake video with a serious message that fits a specific
political agenda will have an impact on people. In the heat of
the movement’s actions, such videos can be used to discredit
the opposition, create reality-near photos that would outrage
citizens, and even create a fake temporal reality with events
and images that support it, and by the time it is revealed to
be fake, it would have served its purpose.

Trust in media, processes, and people is a major challenge,
as removing trust from the news, images, videos, basically
removes trust in social interactions and structures, and ef-
fectively leaves open the door for doubt everywhere, even in
legitimate cases. Therefore, misinformation or disinformation
tactics, can impact society and its processes [68], [69]. Truth
decay coincides with trust decay [14], which raises new
concerns since society can no longer share and act on accurate
perceptions of reality.

Capturing the long term implications of deepfakes, and
comparing it to those of the fake news may also need to be
addressed. Also, since not only people have agency, but objects
(e.g., algorithms) do also [29], it is relevant to investigate how
technology is part of the process and how it influences and
gets influenced by the ongoing processes in the area of digital
media and deepfakes. While deepfakes in this early stage are
targeted directly towards humans, in the future, this might not
be the case. The increasing reliance on Al-empowered cyber-
physical systems, e.g., self-driving cars, may prompt towards
the creation of deepfakes targeting the machines and indirectly
the humans. Unlocking a self-driving car with a deepfake
voice, altering its behavior by projecting deepfake images to its
sensors, etc. could affect the designed behavior of the car and
lead it towards unpredictable decisions (e.g., sudden braking)
which could harm the humans. More empirical research is
needed, that is also bound to the appropriate theoretical
frameworks, and provide support or not for them.

Deepfakes are a demonstration of what is possible even by
home users with moderate means, and one can only imagine
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what can be done and at a larger scale, where resources
of large enterprises are available (not to mention nation-
wide resources). Oppressing or manipulative governments
and organizations can utilize practices such as astroturfing
[85] to tighten their grip and shape public opinion. Fighting
misinformation, may also be used as a Trojan horse to bypass
user privacy and undermine freedom of speech [18].

The threats posed by deepfakes need to be addressed via
a combination of technology, regulation, and education. The
informed and intellectual citizenry is required [86] in order
to push for reform-based political and social changes. Recent
research [75] portrays Al-based solutions that can detect
deepfakes, including in many cases the software that was
used to create them. Others have proposed complementary
technologies such as Blockchain [17] in order to link videos to
trusted/reputable entities. While technical solutions for identi-
fication, verification, and removal of such fakes are underway
[16], [17], [75], the problem is not strictly a technological
one, but one of trust to processes and stakeholders, e.g., to
journalism which operates responsibly and provably.

Deepfakes and its underlying technology, pose not only
threats but also opportunities. Al algorithms utilized in deep-
fakes have a wide range of capabilities and can create new text,
voice, video, works of art, etc. In addition, even the core deep-
fake technology can be seen as having beneficial effects in sim-
ulation and training of personnel in customized/personalized
realistic scenarios that would have been otherwise too costly
or impossible to realize. There are also potential uses e.g., in
the lawful provision of deception content and tactics against
criminals, terrorists, and other adversaries acting against the
public good. The latter was attempted to be captured in the
US accountability act [65], as discussed in section VIII.

Deepfakes demonstrate a powerful technology in an emerg-
ing Al era, and as it is the case with all paradigm-shifting
technologies, its use is not determined only by its capabilities,
but also the regulatory framework, ethics, culture, and other
societal norms [46]. Therefore, as avenues of future research,
one can consider several aspects that have been indicated
in this work, which, however, need to be addressed more
in-depth. Such aspects include a diligent approach to the
relationship between deepfakes and society, as well as its
impacts. This should include how they manifest as well as
their behavior over time. In addition, beneficial would be
a detailed intersectional approach that covers in detail the
identities, e.g., gender, race, class, sexuality, disability, and
their role and impact for discrimination and social injustice.
The interplay with media, culture, and society is challenging,
and at this stage, empirical research, in combination with good
positioning in theoretical frameworks, is lacking. Empirical
research that links concrete theoretical frameworks with the
utilization of deepfakes and impact in representative use
cases, and verifies or disproves proposed theoretical contexts
is necessary. Efforts should also be directed to technology-
driven identification of deepfake materials, e.g., video, voice,
text, and how these efforts may result in tools that can be
utilized by the stakeholders, e.g., journalists, citizens, etc.
Approaches that enhance trust in digital media sources and
dependent processes are also needed, and research could be
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devoted to constructing real-world platforms, services, and
tools that enable it. Since deepfakes intersect with several areas
of modern life, it is also important to investigate the ethical
side of it, as well as the areas related to safety and security
in the societal context. Finally, research needs to be devoted
to training and educational aspects of affected stakeholders,
e.g., citizens as well as those involved in governance, e.g.,
legislative, executive, and judicial branches.

XI. CONCLUSIONS

Understanding the intersection of digital media and Al, in
the case of deepfakes, and the effect on modern society is
imperative if this technology is to be properly put in context
and the challenges it raises are effectively addressed. From
the discussions, it is evident that the intersection of digital
media and deepfakes, has several impacts on the individuals as
well as the society overall. Understanding deepfakes in modern
digital media, as well as the processes it affects and its overall
implications, is seen as challenging, and therefore they should
be investigated from multiple angles that need to be considered
(including a temporal aspect). To do so, however, appropriate
dimensions need to be defined (which is largely not the case
today), and these should be sufficient to capture all the factors
involved in the interplay. This work has only revealed some
high-level aspects, and a much deeper investigation is needed.
There is the inherent danger that the society will no longer be
able to credibly recognize in a timely fashion true and fake
aspects, which might lower trust in stakeholders, processes,
and journalism, and “everything is fake” motto may prevail.
While technical solutions for identification, verification, and
removal of such fakes is needed, the problem is not strictly
technological, but should also involve regulatory measures as
well as educational aspects of users.
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