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The Role of Utilitarianism, Self-Safety, and Technology in the
Acceptance of Self-driving Cars

Stamatis Karnouskos

Abstract Self-driving vehicles are currently being de-
veloped in major industries for mass public deployment.
Their benefits are attractive, and there is interest in
having them on the streets as quickly as possible. Del-
egating responsibility to the cars has far-reaching im-
pacts. As accidents will be unavoidable, the self-driving
car will be asked to make life and death decisions that
will impact human lives. However, the impact of ma-
chine decision making on the overall acceptance of self-
driving cars in society is far from sufficiently addressed.
The research presented here investigates three factors,
i.e., Technology, Self-Safety, and Utilitarianism, and hy-
pothesizes their link to self-driving car acceptance. Survey-
collected data is statistically analyzed in order to as-
sess the proposed hypotheses. The empirical outcome of
this work shows that the three investigated factors con-
tribute to the societal acceptance of self-driving cars,
with technology being the major contributor while the
ethical aspects (self-safety and utilitarianism) follow.

1 Introduction

Advanced and autonomous vehicles are increasingly be-
coming a reality worldwide (Fernandez-Rojas et al, 2019),
however, we are not ready for their mass introduction
(Shladover and Nowakowski, 2019; Mordue et al, 2020).
This delegation of responsibilities to sophisticated ma-
chines enables us to undertake complex actions, with
little human effort, as the underlying complexity is hid-
den by the machines, e.g., in driver-assistance features
of modern cars. Several areas utilize such intelligent ma-
chines that make mission-critical decisions autonomously,

S. Karnouskos
SAP, Walldorf, Germany
E-mail: karnouskos@ieee.org

and although most of them were up to recently in in-
dustrial settings, nowadays they increasingly penetrate
areas that directly affect the general population. One
key domain that is intensively experimenting with intel-
ligent machines is the automotive sector, where tradi-
tional manufacturers and technology companies exper-
iment with various levels of autonomy, e.g., Tesla (cars,
trucks), Uber (cars), and Waymo (taxi service).

Modern cars already provide significant automated
features to their drivers e.g., cruise control, parking,
road deviation alarms, object detection, crash avoid-
ance. However, while the awareness of the car itself and
the warnings it can propagate to its driver increase due
to the utilization of more sophisticated technology, we
have to be pragmatic and reconcile with the view that
not all of the accidents will be possible to be avoided.
On the one hand, self-driving cars, for a variety of rea-
sons, have already been involved in fatal accidents ei-
ther of the driver or pedestrians (NTSB, 2019a,b). On
the other hand, cars with self-driving capability have
also been reported to have prevented serious pedestrian
injuries, as well as driving its owner to the hospital dur-
ing a life-threatening emergency (BBC, 2016).

Self-driving car technology promises benefits such as
traffic efficiency, pollution reduction, and elimination
of human-error related accidents (Ethik-Kommission,
2017). While the public may be positively inclined to-
wards autonomous cars (Rödel et al, 2014), this atti-
tude may vary depending on the level of automation
and how this is offered (Kyriakidis et al, 2015). The
car’s decision-making capabilities are expected to im-
prove in the future, as with multiple sensors the car will
be able to acquire detailed situational awareness (Hus-
sain and Zeadally, 2019; Karnouskos and Kerschbaum,
2018), which coupled with artificial intelligence may en-
able self-driving cars to be capable of anticipating and
reacting to the environment better than humans (sim-



ple cases are already evidenced by modern driver as-
sistance features of cars). However, such cars, although
they are expected to come with significant benefits, also
raise concerns (Ethik-Kommission, 2017; Li et al, 2019;
IEEE, 2018; Hicks and Simmons, 2019; Bremner et al,
2019; Karnouskos, 2020; Bonnefon et al, 2016).

Despite the advances in algorithms and hardware,
complex environments still lead to unexpected and er-
roneous behaviors on behalf of self-driving cars (Guo
et al, 2019). In the context of imminent unavoidable
accidents, self-driving cars will have to make timely de-
cisions, based on their internal algorithms, on the ac-
tions they will follow to avoid accident or minimize its
impact. This, in several cases, may translate to life and
death decisions (Carsten et al, 2015; Karnouskos, 2020).
Recent fatal crashes of self-driving cars have sparked
interest in this area, as it is no longer an academic de-
bate, but a reality. Nevertheless, it is still approached
in an asymmetric way, mostly from a technology view-
point, and to a lesser degree from a legal and ethical
standpoint (Karnouskos, 2020). However, there is little
towards empirical research that shows how such factors
affect the social acceptance of self-driving cars.

This work devotes itself towards investigating the
acceptance of self-driving cars via three factors i.e., util-
itarianism, self-safety, and technology. From the ethical
side, the focus is limited to the dilemmas and consider-
ations captured in utilitarianism and self-safety angles.
A deep dive specific to ethics is carried out in comple-
mentary work by Karnouskos (2020). The ethical di-
mensions are investigated together with the additional
factor of technology, and to our knowledge, this combi-
nation has not been addressed empirically. Hence, it is
hypothesized that utilitarianism, self-safety, and tech-
nology have an impact on the acceptance of self-driving
cars. Via a survey with a population of (n = 62), quan-
tified data is collected in order to evaluate the hypothe-
ses. The contribution is the theoretical model linking
the selected three factors to self-driving car acceptance,
as well as its empirical assessment and validation.

The paper is structured as follows: after the intro-
duction in section 1, a discussion on the key issues per-
taining to self-driving car acceptance is discussed in sec-
tion 2. The empirical data and the statistical analysis
is carried out in section 3, while a critical discourse fol-
lows in section 4. Finally, the conclusions are laid out
in section 5.

2 Self-driving Car Acceptance

Acceptance of self-driving cars may influence the suc-
cess or failure of their public introduction (Hevelke and
Nida-Rümelin, 2014; Lin, 2015; Rödel et al, 2014; Nees,

2016), and therefore it is worth investigating. Contem-
porary research is devoted mostly from a qualitative
viewpoint to the benefits or challenges they bring or
pose. Empirical research exists (Nees, 2016; Hohenberger
et al, 2016; PWC, 2016; Bansal et al, 2016; Bansal and
Kockelman, 2016; Haboucha et al, 2017; Zmud et al,
2016), where ethical aspects are either partly considered
or are related to privacy (Karnouskos and Kerschbaum,
2018). Only recently, more explicit focus on the ethics
of self-driving cars and their impact on their acceptance
(Bonnefon et al, 2016; Hevelke and Nida-Rümelin, 2014;
Rödel et al, 2014; Coca-Vila, 2017; Karnouskos, 2020;
de Sio, 2017; Rhim et al, 2020), is emerging.

Technology plays a role in how people adopt inno-
vations, and the same holds for self-driving cars. Hypo-
thetical situations involving ethics and risk are not new,
and for instance, the "trolley" dilemma is well-known
in experimental philosophy, although some voice the
opinion that such dilemmas are policy and engineering
distractions in the real world scenarios (Freitas et al,
2019). The question approached here is that of mixing
ethics and technology, in the context of unavoidable
accidents. An interesting question is raised in this con-
text, which is what people think about self-driving cars
and their autonomous decisions when these "intelligent
machines" have to make real-world decisions impacting
the well-being of other humans, e.g., life and death sit-
uations in civilian context (we explicitly distance our-
selves from the military usage of autonomous vehicles
and weapons).

From the ethics side, utilitarianism considers as the
best action the one that produces the most good. Hence,
in the hypothetical scenario of a critical situation where
the choice lies between that of sacrificing five pedes-
trians or the two car passengers, the self-driving car
decision would probably be (assuming the number of
lives lost is the only criterion) to kill the car passengers
(instead of the pedestrians). On the opposite side, one
might consider the "self-safety" first approach, which
implies that self-driving car passengers are primarily
protected by the car, and everything else is a best-effort
which would imply saving the passenger lives at all cost
even if that means the fatal injury of the five pedestri-
ans.

Utilitarianism and self-safety were selected because
they exemplify such a dilemma in the self-driving car
decision-making process and the challenges it brings.
There is, however, no clear position on what should be
done and its implications, e.g., if utilitarian ethics dic-
tate the behavior of the car, people may not buy them
(Malle et al, 2015), as their own car would harm them to
save strangers. This effectively will limit the purchases
of such cars, and their public introduction, which in
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turn will limit the expected societal benefits (e.g., ac-
cident reduction). Therefore, more research is needed
to understand the potential directions and their impli-
cations. Pertinent research with respect to unavoidable
collisions shows that the morality of human decisions
may indeed be a utility function linked to the value of
life (Sütfeld et al, 2017).

Car acceptance is linked to ethics and technology,
and several questions of interest are raised at large
that are challenging (Mordue et al, 2020). What eth-
ical framework should self-driving cars decision making
be based upon? There are several that could be uti-
lized e.g., as shown by Karnouskos (2020). Would ethi-
cal framework diversity be the norm, where individual
citizens choose themselves what ethical decisions the
car may make, or would the selection of ethics in the
self-driving car be imposed by regulators, as all cars
should make the same decisions in similar situations?
Would technology and ethics correlate, e.g., could cars
with better technology take better/more-timely ethical
decisions? How would these considerations affect self-
driving car acceptance? All of these are pertinent ques-
tions, and while this research touches on some of their
issues, they should be investigated in a more detailed
way. Nevertheless, they do set well the overall context
for some of the insights and results presented here.

While self-driving cars are still the exception, exper-
imentation is ongoing in order to reach a sophisticated
level that could signal their public introduction at mass.
A variety of stakeholders (Borenstein et al, 2017; Mor-
due et al, 2020) are implicated, e.g., technology compa-
nies, car manufacturers, legislators, user organizations,
engineers, designers, etc. A dialogue that addresses de-
cision making in critical situations needs to be properly
addressed, and the role of ethics and technology, as
well as their interrelationships and implications, need
to be well understood. Some proposals/considerations
on how to deal with such aspects exist, e.g., in Ger-
many, a proposal was made (Ethik-Kommission, 2017)
on the freedom to decide in conflict/dilemma situations
(e.g., unavoidable accidents), the principle of minimiz-
ing damage but without putting a price on human life,
etc.

3 Empirical Results

Acceptance of self-driving cars is seen as the major is-
sue for their introduction in future business or civilian
contexts. To address this issue, and in line with some
existing surveys (Bonnefon et al, 2016; Kyriakidis et al,
2015; Karnouskos, 2020), this approach hypothesized
that the three identified factors might impact the ac-
ceptance of self-driving cars, and more specifically, the

three hypotheses (H1–H3) are: Technology (H1), Self-
safety prioritization (H2), and Utilitarianism (H3) have
an effect on self-driving car acceptance. There are dif-
ferent methods for obtaining the necessary data, e.g.,
interviews, group discussions, questionnaires, observa-
tion, and document studies. The questionnaires pose a
good fit, as they can include questions and predefined
answers which the respondent can answer, and is ideal
for quantitative data collection (Johannesson and Per-
jons, 2012). Informed consent was presented, where all
major issues are analyzed, and its (electronic) signing
was a precondition to continue with the survey.

The empirical data acquired via an online survey is
ordinal data described on a Likert scale, and all data
were entered and semantically validated in real-time
electronically. Overall there have beenN = 62 responses.
From a gender demographic point of view, 30.6% were
females and 69.4% males. With respect to age, the ma-
jority, i.e., 43 of respondents are in the group 18−29, 14
were in 30− 44 years old, and 5 were over 45 years old
group. While this survey has a limited number of partic-
ipants (n = 62), the sample is statistically sufficient as
the different metrics show, to induce the respective cor-
relations. Other empirical studies in the field also have
similar participant numbers e.g., n = 70 (Rhim et al,
2020). The hypothesized factors were approached via a
number of questions per factor, which were coded re-
spectively: (T)echnology (T1,T2,T3), (S)elf-Safety (S1,
S2, S3, S4), (U)talitarian (U1, U2, U3, U4), and self-
driving car (A)cceptance (A1, A2, A3). Since all the
variables are on the Likert scale, variables can be ex-
cluded only if they show no variance. Hence the primary
focus is on kurtosis where values > 1 or < −1 may be
problematic. Such values exist in the dataset for U1,
U3, A1.

For the analysis, we have used typical empirical method
indicators follow the method and steps, as discussed in
(Karnouskos, 2020). The Kaiser-Meyer-Olkin (KMO)
statistic is a Measure of Sampling Adequacy (MSA)
and is calculated to be .747, which is characterized
as middling but adequate. KMO, in conjunction with
Bartlett’s test of sphericity, that shows χ2 is 48.877,
with 91 degrees of freedom (DF) indicate that the dataset
exploratory factor analysis (EFA) can be meaningfully
carried out.

EFA was conducted with maximum likelihood, which
is also used in the Structural Equation Modeling (SEM)
in the IBM AMOS tool, and Promax because it can ac-
count for the correlated factors. Four factors are identi-
fied with eigenvalues greater than 1, which are respon-
sible for a cumulative variance of 66.99%. The four fac-
tors that emerged from the EFA are in line with the
initial four hypothesized ones considered from the theo-

3
Preprint version of doi:10.1007/s10111-020-00649-6

http://dx.doi.org/10.1007/s10111-020-00649-6


retical framework, and therefore, no additional insights
are evident.

Cronbach’s α is a reliability measure and was carried
out for all extracted factors separately i.e. Technology
is above .7, which is characterized as acceptable, Utili-
tarianism and Acceptance are above .8, which is char-
acterized as good, and Self-safety is above .9, which is
characterized as excellent.

Structural Equation Modeling (SEM) was carried
out, and in the process, several metrics are calculated:
χ2 (CMIN) is 84.552 and the more commonly used rel-
ative χ2 (CMIN/DF) is 1.174. A CMIN/DF value < 2,
as in this case, constitutes an acceptable fit. The Good-
ness of Fit Index (GFI) is .838, and the adjusted GFI
(AGFI) is .764. Both of GFI and AGFI are < 1 (per-
fect fit) but near to it, which indicates an acceptable
fit. The Comparative Fit Index (CFI) is .972, and as
it is close to 1 (perfect fit) it is acceptable. The Root
Mean Square Error of Approximation (RMSEA) is .053,
which shows a good fit.

Utilitarianism

Self-safety

Technology

Self-Driving Car
Acceptance

U1e1 .71

U2e2
.80

U3e3

.91

U4e4

.88

S1e5
.79

S2e6 .89

S3e7
.89

S4e8

.78

T1e9 .36

T2e10
.29

T3e11

.33

A1

e12

.62

A2

e13

.92

A3

e14

.85

.28

.30

.91

.51

.44

.32

Fig. 1 Structural Equation Model in AMOS (with standard-
ized estimates)

The hypothesized model has been constructed and
executed in the IBM AMOS tool. AMOS enables the
design of the model that shows the hypothesized rela-
tionships among variables, and its execution. All con-
sidered factors are shown as ovals in Figure 1, while the
values imprinted on the arrows reflect path coefficients
(standardized estimates), which show the weight of the
links in the path analysis.

Table 1 Results of hypotheses testing

Hypothesis Path Path Coeff.
Weight

CR value
>1.96

Support
Decision

H1 Technology → Acceptance .913 2.501 Supported

H2 Self–Safety → Acceptance .296 2.197 Supported

H3 Utilitarianism → Acceptance .280 2.070 Supported

As a result, the interest is focused on the path coef-
ficient weight from each factor towards the self-driving
car acceptance entity. The path coefficient weight is also
summarized in Table 1, including the calculation of the
Critical Ratio (CR) metric. A CR less than −1.96 or
greater than 1.96 indicates two-sided significance at the
customary 5% level. The result derived from the SEM
analysis and summarized in Table 1, shows that statis-
tically, all three initial hypotheses posed are supported
and hold for the specific dataset (empirically collected
data). As such, the empirical data confirm that there is
indeed a statistically significant link among the hypoth-
esized factors, i.e., Technology (H1), Self-Safety (H2),
Utilitarianism (H3) and that they impact Self-driving
car acceptance.

4 Discussion

The aim was to quantitatively investigate if the three
hypothesized factors, i.e., Technology, Self-Safety, and
Utilitarianism, impact the self-driving car acceptance.
Based on this, collected survey data, and after the rig-
orous statistical analysis with EFA and SEM the result
was that: (i) the originally hypothesized model is plau-
sible and represents a relatively good fit to the empiri-
cally measured data, and more importantly (ii) there is
a strong indication for the link between the three identi-
fied factors and the user acceptance of self-driving cars.

10%

11%

11%

63%

55%

53%

27%

34%

35%

T1. I would buy a
self-driving car that takes
decisions in unavoidable

situations

T2. I trust that self-driving
car technology can better

assess and handle unavoidable
accidents than humans

T3. I trust the technology of
a self-driving car to take

the right decisions

100 50 0 50 100
Percentage

Strong Disagreement     Disagreement     Neutral     Agreement     Strong Agreement   

Fig. 2 Survey: Technology

It was hypothesized (H1) that technology behind
self-driving cars may impact their acceptance. Technol-
ogy is the key element that acts as a differentiator of
the self-driving cars and the benefits they bring. Peo-
ple often cite the benefits of technology as a significant
aspect when they consider an acquisition of a car, some-
thing that eventually got also technology companies in-
terested in self-driving cars. This has been a pertaining
issue in other surveys (Bonnefon et al, 2016; Kyriakidis
et al, 2015; Sütfeld et al, 2017), and this research also
confirm that there is a significant influence when peo-
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ple decide to accept self-driving cars. By examining the
questions posed in the survey for this factor (shown in
Figure 2), one can see that the majority of people trust
the technology of self-driving cars to make the right
decisions. Over half of respondents also consider that
in the case of unavoidable accidents, the car itself can
most probably make a better decision than the human,
as it may consider the majority potential computable
alternatives in a more efficient manner. It comes, there-
fore, as no surprise, that 63% of the respondents con-
firm that they would buy a car that takes decisions in
such critical situations. The overall positive view of the
self-driving car technology per se is in line with existing
research and expectations (Rödel et al, 2014; Kyriakidis
et al, 2015; Bonnefon et al, 2016).

16%

10%

21%

18%

68%

66%

65%

61%

16%

24%

15%

21%

S1. I would buy a
self-driving car that always
protects its passengers at

any cost

S2. I would buy a
self-driving car that would

split the unavoidable damage
among both passengers and

pedestrians

S3. I would buy a
self-driving car that takes

care first of its passengers
and then, if possible, cause

the least harm to others

S4. I would like to see
people buying
self-safety-first

self-driving cars

100 50 0 50 100
Percentage

Strong Disagreement     Disagreement     Neutral     Agreement     Strong Agreement   

Fig. 3 Survey: Self-Safety

It was hypothesized (H2) that Self-safety prioriti-
zation integrated into the decision-making process of
the self-driving car may impact its acceptance. From
the literature, it is already known that ethical behav-
ior may impact how self-driving cars are perceived. Es-
pecially the self-safety mentality, which puts first the
safety of the passengers above all others, has also been
observed in other studies (Bonnefon et al, 2016). Look-
ing at the details of the respondent answers (shown in
Figure 3) it is observed that the overwhelming majority
of people would be interested in buying such cars, i.e.,
cars that take care of the passengers first and then con-
sider alternative options of others (e.g., pedestrians).
This seems to be putting trust in technology to protect
them and enhance their safety and overall experience
on the road. Interestingly a similarly high number of
people indicate that they would be interested also in
cars that split the unavoidable damage among passen-
gers and pedestrians. In such scenarios, if both passen-
gers and pedestrians, obtain no life-threatening injuries
rather than one person being fatally injured and the
rest being "saved without a scratch". The latter indi-

cates that people would be willing to accept damages in
an effort to minimize overall harm caused during an ac-
cident, and are not only focused on egoistic behaviors.
In the acquired responses, it is observed that they also
would buy only cars that always protect the passengers
at any cost. Such observed behavior is contradictory
and is a potential indicator that people are open for all
options or that they cannot (or do not want to) fully
assess the context of damages during unavoidable acci-
dents in discussion. The survey stays at a high level, and
here there is potentially room for further investigation,
for instance, by using specific scenarios and quantifiable
damage (e.g., injury, death, etc.) to get more accurate
and consistent behavior. It is reported (Bonnefon et al,
2016) that in such concrete scenarios, e.g., specifying
the number of lives saved or lost could pose a differ-
entiator. While this factor captures at a high level the
potential issues, a deeper investigation is needed on its
parts, e.g., self-preservation, kin-preservation, passen-
ger preservation (Rhim et al, 2020).

27%

26%

21%

35%

60%

55%

52%

48%

13%

19%

27%

16%

U1. I would buy a
self-driving car that
minimizes life-loss

U2. I would buy a
self-driving car that

protects the pedestrians over
the passengers

U3. I would buy a
self-driving car that places

greater good over the safety
of its passengers

U4. I would like to see more
utilitarian cars on the

street

100 50 0 50 100
Percentage

Strong Disagreement     Disagreement     Neutral     Agreement     Strong Agreement   

Fig. 4 Survey: Utilitarianism

It was hypothesized (H3) that utilitarianism inte-
grated into the decision-making process of the self-driving
car may impact its acceptance. It is worth noting that
both the path coefficient and the CR values are very
similar for Utilitarianism and Self-Safety, which reflect
upon different angles on the ethical aspects in self-
driving cars and which are context-wise (and as shown
impact-wise) distinct from the technology factor. Util-
itarian ethics are in discussion on the general artificial
intelligence context, and especially in the context of the
self-driving cars. Looking at the details of the respon-
dents’ answers (shown in Figure 4), it is observed that
generally, people would like to see more utilitarian cars
on the street, and generally, they are positive towards
buying cars that protect the pedestrians and minimize
life-loss overall. However, they seem to be less prone to
buying cars that focus only on the greater good over
the safety of their passengers. Maybe if all cars impose
such a decision (e.g., by regulation), the answers to this
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question (U3) would be affected. Generally, the behav-
iors are in line with what is found in other surveys,
as, e.g. by Bonnefon et al (2016), it was also detected
that although the people would like to see more utili-
tarian cars overall on the streets, they probably would
not buy themselves one if they could choose. The latter
calls for a proper regulatory framework that if choices
are available, these should not in any way, lead to direct
or implied discrimination of the citizens.

6%

16%

18%

84%

66%

63%

10%

18%

19%

A1. We need as a society the
benefits self-driving cars

offer

A2. I would buy a
self-driving car over a

normal car

A3. I fully trust
self-driving car decisions

and therefore I would buy one

100 50 0 50 100
Percentage

Strong Disagreement     Disagreement     Neutral     Agreement     Strong Agreement   

Fig. 5 Survey: Acceptance

Having a look at the questions capturing self-driving
car acceptance (shown in Figure 5), it can also be noted
that the overall trends detected so far are compatible
with what has been found in other surveys. There is a
consensus (of 84%) that we do need as a society the ben-
efits that self-driving cars offer. Such benefits seem to
be well understood and in line with what people expect,
e.g., traffic efficiency, pollution reduction, and elimina-
tion of human errors, prevention of accidents, etc. The
majority of them (66%) also positively state that they
would buy a self-driving car over a normal one. To a
lesser degree, though, such buy decisions are made be-
cause there is full trust in the decisions that the car
might take. It can, therefore, be considered that people
might be interested in the perks the self-driving cars
might offer (e.g., being able to multitask or not having
to park), but when it comes down to specific behaviors
that span the spectrum of self-safety to utilitarianism,
then things are not (yet) fully clear.

Of interest would be to see if the car passenger be-
havior changes and if they still consider themselves re-
sponsible (indirectly) if the car takes all decisions. Or
maybe then an accident is always thought of as "some-
body else’s fault", which might limit people’s empathy
and risk identification. On the pedestrian side, would
they then also cross the streets more carelessly, as they
know that the self-driving cars deal better than hu-
mans? Would trust in machines taking the best possible
decisions increase? As such, after some years of sym-
biosis with self-driving cars, would anyone question if
better decisions could have been taken by the car? Ap-
proaches that attempt to simulate actions and predict
their consequences have been proposed (Vanderelst and

Winfield, 2018), but critical situations put an extra re-
quirement of real-time decision making, which pushes
further the challenge. Due to the increased complex-
ity and emergence of artificial intelligence in the self-
driving cars, would it still be possible to link a specific
decision taken during an accident and the conditions
that derived it? If not, how could then mistakes be pin-
pointed and corrected?

For users to adopt self-driving cars, they need to
trust them. This implies trust in their decision pro-
cesses, as well as trust in the timely execution of de-
cisions taken. This calls for more transparency in the
modern machine learning technologies and their utiliza-
tion that empowers contemporary efforts of self-driving
cars. This is a challenging issue, since for the car to
make the right decision, it will have to trust its contex-
tual awareness (Fernandez-Rojas et al, 2019) and its
sub-components.

In addition, designers, engineers, and technologists,
need to understand better and rethink the paradigm of
traffic management and accident management, includ-
ing avoidance. As an example, it would be very limit-
ing to further consider the envisioned hyper-connected
self-driving cars as in the operational context of legacy
cars, operating as singletons and relying only on their
sensors and internal logic, without taking advantage of
their hyper-connectivity and higher-level skills such as
coordination and negotiation. The self-driving car of
the future needs to act as part of a system of sys-
tems and operate within a context that is defined by
the constant interaction with other stakeholders, e.g.,
other self-driving cars, intelligent infrastructure, local-
ized services, traffic management systems, etc. For in-
stance, in an unavoidable accident involving two self-
driving cars, the cars may attempt to negotiate and
sync their actions so that they collectively minimize
damages. In urban environments, self-driving cars can
consider pedestrian and environmental factors (Rasouli
and Tsotsos, 2019), analyze in real-time their behavior,
and may even attempt to influence it. Understandably
this increases automotive software complexity (Vdovic
et al, 2019), but it will enhance the car’s capabilities,
and this collective intelligence may benefit the individ-
ual actors (self-driving cars) to make better and more
timely decisions, and therefore the public overall.

While the participant sample (n = 62) is sufficient
and other empirical studies also have similar samples,
e.g., n = 70 (Rhim et al, 2020), the sample is not prob-
abilistic and as such it is also suggested to have a larger
and more diverse sample that covers all additional as-
pects to be investigated. Nevertheless, for the carried
out investigations, as the statistical analysis has shown,
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this sample is sufficient to make the correlations dis-
cussed, and pose a starting point for future research.

While ethics play a role, there are several ethical
frameworks that could be deployed to self-driving cars.
For instance, Relativism, Utilitarianism, Absolutism,
Deontology, Pluralism, just to name a few, also have an
impact on the self-driving car acceptance (Karnouskos,
2020). However, it is not clear if all the cars should have
the same ethics or different ones, as well as if the driver
should be able to prescribe them. Could such decisions
be then influenced by the laws of a specific country, and
would then illegal markets arise to modify the expected
car behavior with another one (due to a user request or
as a result of hacking)? In such cases, liability issues be-
come even more complicated. Furthermore, since real-
time decisions need to be made, and this may depend
on hardware and software speed, what would be the
min requirements for self-driving car decision-making?
Would it also then be ethical to sell cars with cheaper
components that may result in being too slow to reach
optimal decisions in critical situations effectively? The
latter implies that technology interferes with ethics, and
the cost is injected as a factor for class discrimination
since the rich may be able to afford electronics that take
faster/better decisions than the more impoverished cit-
izens.

While we have investigated the acceptance of self-
driving cars from technology and ethical perspective,
there are also other factors, e.g., law, regulation, cul-
ture, etc. (Li et al, 2019; Shladover and Nowakowski,
2019; Rhim et al, 2020) that need to be considered.
Such non-technical aspects affect moral reasoning as
for instance, cross-cultural comparison between Korea
and Canada has recently shown (Rhim et al, 2020).
Such factors need to be investigated, and their interplay
with ethics and technology needs to be assessed both as
standalone (in-depth) as well as part of an ecosystem
(horizontally).

This work is based on a limited set of empirical
data gathered via a survey. While the sample is suf-
ficiently analyzed with the methods used (SEM), bias
may exist in the answers received in the survey. In ad-
dition, several other factors such as technical expertise,
cultural aspects, social expectations, etc. may have in-
fluenced the answers of the respondents. As such, this
work should be seen more as an effort to show some
indications and discuss pertinent issues relating to util-
itarianism, self-safety, and technology, but should not
be generalized as more focused and larger-scale investi-
gations need to be made.

Finally, despite the vivid ongoing discussions in lit-
erature, there is also the viewpoint that the car should
never reach a point of making a moral decision. While

"trolley" dilemmas can be useful in philosophy and
psychology, in the real world, they are hard to detect
and hard to act, and therefore utilizing "trolley" dilem-
mas to train self-driving cars on how to act, may sim-
ply be an engineering and policy distraction (Freitas
et al, 2019). If such a situation arises, then maybe the
self-driving car should do its best to maintain its pre-
dictability, e.g., trajectory, and rely on other external
stakeholders for taking life/death decisions. This, in
practice, would mean that a car in a collision course
with pedestrians should brake and keep a straight tra-
jectory so that the pedestrians can anticipate the car’s
behavior and act themselves to get out of harm’s way.

5 Conclusions

Mass production and operation of self-driving cars for
personal or commercial purposes are underway. How-
ever, the delegation of responsibilities to the self-driving
car is vague when it comes to the area of unavoidable
accidents. In that case, an algorithmic decision needs
to be made that will eventually harm the passengers,
others (e.g., pedestrians), or both. The implications on
the acceptance of self-driving cars that will exhibit be-
haviors such as protecting the common good by causing
the least harm (utilitarianism) or protecting its passen-
gers first and then the rest (self-safety first), although
discussed are still not clear. Ongoing research has iden-
tified several factors and some of their implications.
Three key such factors, i.e., Technology, Self-Safety, and
Utilitarianism, were hypothesized to be linked to the
self-driving car acceptance. The evaluation of the sur-
vey data shows that all three factors contribute (in a
statistically significant way) to self-driving car accep-
tance, with technology being the major contributor,
followed by the other two factors, i.e., utilitarianism
and self-safety which seem to have comparable contri-
butions. It is of high importance to understand how self-
driving car acceptance can be influenced, since as also
seen in the survey, and there is an overwhelming interest
in investing in the benefits they bring. However, some
behaviors lead to paradoxes, e.g., people want others to
have utilitarian cars, but they would prefer to poten-
tially buy self-safety cars (Bonnefon et al, 2016), which
will end up with more self-safety cars on the streets and
that would contradict the global preference for utili-
tarian cars. While this work has brought to attention
some elements of the interplay of self-driving car behav-
ior and their acceptance, there is evident the need for
more in-depth analysis along also other factors such as
law, regulations, culture, power, societal injustice, etc.,
just to name a few.
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